
GArcmB
Software Package

March 25, 2025

Atsushi YAMAJI
Division of Earth and Planetary Sciences,
Kyoto University, Japan

MATLAB codes for fiting mixed Bingham distribution to 3D orientation data



Copyright

GArcmB software package
© 2025 Atsushi Yamaji
All rights reserved

Disclaimer of warranty

This software package is free.
Free of charge software is provided on an “AS IS”

basis, without warranty of any kind, including limi-
tation the warranties of merchantability, fitness for a
particular purpose and non-infringement. The entire
risk as to the quality and performance of the software
is borne by you. Should the software prove defective,
you assume the entire cost of any service and repair.

Acknowledgments

I am grateful to our coworkers and the researchers
who tested and/or utilized the present method. This
program was developed under the financial support
from JSPS (15H02141).

Contents

1 Introduction 1

2 Installation 1
1) Operating system . . . . . 2
2) Matlab Runtime . . . . . . 2
3) Program package . . . . . 2
4) Test . . . . . . . . . . . . . 2

3 Formats of data files 2
Geological data . . . . . . . . 2
Spherical coordinates . . . . . 2

4 How to use the software 3
4.1 Basic operation . . . . . . . . . . . . 3
4.2 Termination condition . . . . . . . . . 4
4.3 Parameters for the genetic algorithm . 5
4.4 Progress of clustering . . . . . . . . . 5

5 Tips to find the best partition 7
5.1 Tuning of the parameters of genetic

algorithm . . . . . . . . . . . . . . . 7
5.2 Initial configuration . . . . . . . . . . 8

References 9

Appendix A: Changelog 9



1 Introduction

The software, GArcmB, does the fuzzy clustering of
3D orientations by fitting mixed Bingham distribution
[9] through real-coded genetic algorithm [8]. The ori-
entations are partitioned into K clusters, where K is
specified by the user before computation. In addition,
the software calculates the Bayesian information cri-
terion (BIC) of the resultant partition. The appropriate
K value can be determined for a given data set using
the BIC values of different K values.

A Bingham distribution is so flexible that it can de-
scribe circular, elliptical and girdle distributions (Fig.
1). The distribution has the maximum, intermediate
and minimum concentration axes, which meet at right
angles with each other. The paired concentration pa-
rameters, κ1 and κ2, indicate the shape and size of a
cluster. They are defined to be negative in sign and
to satisfy 0 ≥ κ2 ≥ κ1. The spread of the clus-
ter from the maximum to intermediate concentration
axis, is denoted by κ1 whereas that from the maximum
to minimum concentration axis is denoted by κ2. The
compactness of a cluster is denoted by |κ1| and |κ2|.
A mixed Bingham distribution is the superposition of
Bingham distributions.

The present software was developed not only for
the clustering but also for the geological paleostress
analysis of dilational fractures, e.g., dikes and mineral
veins [9]. That is, the poles of those fractures are par-
titioned into K groups, from which stress conditions
and maximum fluid pressures are determined.

One of the most time consuming routines is the
evaluation of the normalizing factors of Bingham dis-
tributions. Since the factors should be evaluated mil-
lions of times in a run, the present software utilizes the
approximate values of the factors. Accordingly, note
that the result of this software is not very accurate.

The basics of the present software is described by
an article of the author [8]. The software was devel-
oped in Matlab versions 7 and 8. The compatibil-
ity with other versions of Matlab is unconfirmed ex-
cept for R2024b. The program sometimes shows error
messages at the end of computation in Matlab version
R2024b, but no serious effect has been found.

The Optimization Toolbox of Matlab includes a
genetic algorithm solver, but the present software does
not require the toolbox, but uses only the basic set of
Matlab. If you are not familiar with Matlab, consult
the textbooks and the on-line help of Matlab.

The present method is detailed in the articles [9, 8,
10], the final manuscripts of which are available from
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Figure 1: Sizes and shapes of Bingham distributions
and the concentration parameters, κ1 and κ2.

Kyoto University Research Information Repository.
Bingham distribution was named after C. Bingham
[1], and is concisely introduced by the book and ar-
ticle by Borradaile and Love [3, 6]. Directional statis-
tics is detailed by the textbooks [5, 7]. The textbook
by Bishop explains the basics of statistical concepts
and techniques including statistical mixture models,
log-likelihood function, and BIC, Bayesian informa-
tion criterion [2]. When the present software is used
to determine stresses from dilational fractures in a
rock mass, the ratio, DPI = −3/κ1, represents the fre-
quency of the events that high pressure fluids intruded
the mass [4].

It is happy for the author if the users of this program
cite one or both of the papers [8, 9] in their articles.

2 Installation

The present software was developed in Matlab, and
was complied to make executable files for the users
who do not have Matlab. Users have to build the en-
vironment in which Matlab program runs. The Mat-
lab Runtime available from MathWorks® builds the
environment in your computer. The present software
runs on your computer after the following procedure.
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Figure 2: The console window of Matlab (lower left) and the control panel of the present software (upper
right).

1) Operating system Make sure of the OS of your
computer. The program runs on Windows, Mac and
Linux.

2) Matlab Runtime Visit the homepage of
MathWorks® to download the Matlab Run-
time version R2024b, 64-bit. Refer to the web
page on how to install it on your computer. The
present author obained the runtime at the website,
https://mathworks.com/products/compiler/

matlab-runtime.html on March 19, 2025.

3) Program package From the homepage,
http://www.kueps.kyoto-u.ac.jp/˜web-bs/

tsg/software/GArcmB/, download the zipped
file, GArcmB.zip, and extract the file in the direc-
tory where the program package is stored in your
computer.

4) Test Launch the executable file, GArcmB, to check
weather the installation was successful. If the Run-
time and the package are installed correctly, the con-
sole window and the control panel in Fig. 2 should
appear in the computer screen. It takes a few tens of
seconds for the panel to appear. If they do not appear,
check the versions of the Runtime and the package.

3 Formats of data files

The present software reads a text file containing ori-
entation data with either of the two data types, geolog-
ical and spherical coordinates. The coordinate system
used in the software is shown in Fig. 3.

Geological data For the clustering of fracture ori-
entations, the text file should be the list of the dip-
directions and dips of the fractures. A raw of the list
has the dip-direction and dip of a fracture (Fig. 4a).
The direction is indicated by the azimuth in degrees
(0–360◦). the direction and dip are separated by a
space, tab or comma. Observe the sample file, ‘frac-
tures.txt.’

Spherical coordinates The software can read the
colatitudes and longitudes as well. In this case, co-
latitude and latitude in degrees are aligned from left
to right in a raw of the text file (Fig. 4b). They should
be separated by a space, tab or comma. See the sam-
ple file, ‘spherical.txt.’
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Figure 3: The rectangular Cartesian coordinates used
in the software. The 1- and 2-axes are oriented north-
and eastward, respectively. The dip-direction of a pla-
nar structure, e.g., a fracture, is measured from the
north. The orientation of a linear structure is described
by spherical coordinates, longitude of which is mea-
sured from the east. Equal-angle projections of the
lower-hemisphere are used.

 41.4725 60.7997

 37.0275 60.9383

 56.5882 48.6647

 51.3697 53.8004

 40.0499 64.1955

 40.2503 64.2083

 41.5890 66.2536

 44.8268 61.2375

 44.4886 50.7143

 41.2329 56.9786

 44.3499 60.7787

 41.3663 61.7904

  7.83699 2.70478

 35.99652 316.76777

 38.33037 348.47726

 29.04745 16.48536

 46.15921 356.31369

 39.27002 348.55686

 36.04196 24.4913

 34.71107 8.41128

 26.70933 3.77789

 45.14505 22.19134

 35.15913 339.06518

 18.23951 302.88547

(a)  dip-directions & dips (b)  spherical coordinates

dip-directions dips colatitude longitude

Figure 4: Two file formats acceptable for the program.
Not only real but also integer values are acceptable.
Each row of the list correspond an orientation datum,
and the data in a row must be separated by a tab,
camma or space(s).

4 How to use the software

4.1 Basic operation

Since the present software has graphic user interface,
it is easy to use the software.

1. Double-click on the icon of the file, GArcmB, to
launch Matlab. Then, the console window and

the control panel of the software pop up on your
computer screen (Fig. 2).

2. Press the button Load at the upper left of the
panel to load a data file.

3. Choose the data type, ‘Dip-direction & dip’ or
‘Colatitude & longitude’ by clicking a radio but-
ton in the panel ‘Data type.’

4. Select the number of clusters, K.

5. To save the workspace when the clustering is
terminated, click the checkbox ‘Save result.’ If
you want to observe the clustering process, click
the checkbox ‘Show history’ to plot the log-
likelihood of the best individual versus genera-
tion and the log-likelihoods of individuals of the
population versus generation (Fig. 6). However,
the plotting spend a lengthy time.

6. Press the big button Start clustering to begin cal-
culation. If the number of data, N, is smaller than
6K, the following error message is printed in the
Command Window of Matlab and the computa-
tion is terminated.
Error: insufficient number of data.

Execution terminated.

7. If the termination condition is met, the soft-
ware finishes the genetic algorithm, and draw
Mohr diagrams for fractures (Fig. 11). If
you do not deal with geological data, just ig-
nore the diagrams. If the checkbox, ‘Save re-
sult,’ was clicked before the calculation, all val-
ues in the workspace is stored in a file, e.g.,
fractures_k3-161.1857.mat, where ‘frac-
tures’ is the name of the input file and _k3 de-
notes that the orientation data in the file were
partitioned into three clusters, and -100.33 is
the log-likelihood of the best partition found by
the calculation. This output file name is auto-
matically generated, and the output file is saved
in the directory containing the input file. The
saved result can be reloaded by pushing the but-
ton Load result .

8. If the computation comes to an and successfully,
the program shows the time of computation and
the message

======== Execution completed ========

at the end in the command window.
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Figure 5: The main window (control panel) of the present software. Other windows pops up by pressing the
button ‘Start clustering.’
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Figure 6: The diagrams showing the clustering history
drawn in the graphic window ‘Figure 12,’ which ap-
pears just after the clustering is started if the checkbox
‘Show history’ was clicked before the start.

9. Record the final L value, which is indicated in
the command window (Fig. 7), in a green cell of
an Excel sheet (Fig. 8). If the value is greater
than the L values that have been obtained from
the same data set with the same K value, then, (1)
copy the final L value and paste it in the the col-
umn B, and (2) record the final BIC value, which
appeared in the command window, in the column
C.

Run the program several times for each K value to
search for the global maximum of the log-likelihood,
because the results of the computation depends on the
configuration at the 0th generation, which is randomly

========== generation 59 ==========

  fractures.txt

  L = -325.744201   BIC = 736.669201

  Cluster 1

    kappa = (-10.571, -5.017)  Phi = 0.4746  varpi = 0.3481

    min:  75.5/26.8,  int: 195.9/45.1,  max: 326.5/32.9

  Cluster 2

    kappa = (-7.659, -2.649)  Phi = 0.3459  varpi = 0.3287

    min: 304.5/18.2,  int:  57.2/49.6,  max: 201.4/34.6

  Cluster 3

    kappa = (-6.709, -2.086)  Phi = 0.3110  varpi = 0.3232

Figure 7: The progress of the clustering is shown
in the command window of Matlab. This example
shows the status at the 70th generation when the file,
fractures.txt was processed.

generated.

4.2 Termination condition

The iteration of the genetic algorithm is terminated
when one of following conditions is met. The pro-
gram quits the iteration at the 100,000th generation,
the number of which is indicated as gmax in the control
panel in Fig. 5. Another value can be set for the max-
imum generation before starting the clustering. On
the other hand, the iteration can be stopped before the
gmaxth generation when ∆g generations have passed
since the log-likelihood of the best individual was last
updated. If you want to use this condition, The check-
box ‘convergence’ in the box ‘Termination condition’
must be checked. The value of ∆g can be changed in
the box.

If you want to break off the computation, press
Control-C in the command window.
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L vs K

BIC vs K

Figure 8: Example of the spread sheet that the results
of computation for the same data set is summarized.

4.3 Parameters for the genetic algorithm

You can tune the parameters of the genetic algorithm
by changing the values in the box ‘Clustering param-
eters’ on the control panel in Fig. 5. ‘Population size’
denotes the number of individuals involved in the ge-
netic algorithm, and ‘Mutation’ is the number of in-
dividuals generated in an iteration. The box ‘UNDX’
has the α and β values, which are used in the crossover
routine of the algorithm. Two children are born in an
iteration. Consult the article [8] for details of the pa-
rameters.

4.4 Progress of clustering

The progress of clustering can be seen in the com-
mand window of Matlab and three graphic windows,
which appear shortly after the clustering launched.
Fig. 7 shows the command window, where L indicates
the log-likelihood of the temporally best individual,
and BIC indicates the corresponding BIC value. In
this example, the data were partitioned into three clus-
ters. kappa denotes the concentration parameters, κ1
and κ2, of the Bingham distribution fitted to a cluster.
Phi is the stress ratio,Φ = (σ2−σ3)/(σ1−σ3) = κ1/κ2
[10], and varpi is the mixing coefficient, ϖ.

As soon as the button Start clustering is pressed,
two graphic windows like those in Figures 11 and 13
appears. If the checkbox ‘Show history’ was clicked,
‘Figure 12’ appears as well. Fig. 6 is an example: The
left panel of this figure shows the log-likelihood of the
best individual versus generation. Red circles indicate
the generation at which the the best log-likelihood of
the population increased. Blue line in this plot shows
the temporally best log-likelihood of the population.
The right-panel in Fig. 6 show the log-likelihoods of

Cluster 1

Cluster 3 Cluster 2

Cluster 1
Cluster 2
Cluster 3

max    int    min

Figure 9: Lower-hemisphere, equal-area projections
showing the temporal result of clustering. The colors
of data points indicate the memberships of the data to
Clusters 1, 2 and 3. The maximum, intermediate and
minimum concentration axes of each Bingham com-
ponent are indicated as well. The ternary diagram de-
picts the memberships. Contour lines indicating the
probability density distribution of the temporal mixed
Bingham distribution.

individuals in the last 200 generations. Colored lines
show those of the individuals.

The memberships of data points and the concentra-
tion axes of clusters are indicated by colors and sym-
bols, respectively, in the equal-area projection (Fig.
9). Figure 10 shows the colors and symbols. Differ-
ences in the memberships are depicted by color gra-
dations for the cases of K = 2, 3 and 4. The gradation
for K = 2 is defined as the colormap, ‘hot,’ in the
basic set of Matlab. The color schemes for K = 3
and 4 are depicted by the ternary and quaternary dia-
gram in Fig. 10a, the EPS file of which are included
in this software package. In case of K = 5, there is no
way to depict the intermediate values of the member-
ships. Accordingly, the data points are drawn with the
colors specific to the clusters. That is, if a data point
has the memberships belonging to Clusters 1 through
5 are 0.1, 0.1, 0.2, 0.2 and 0.4, respectively, the data
point is drawn with the color indicating Cluster 5 be-
cause the data point has the maximum membership to
Cluster 5.

The plots in Fig. 9 can be made up with drawing
software, e.g., Illustrator and Canvas, for publication
(Fig. 12). You can use the color maps contained in the
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Figure 10: Colors and symbols used in equal-ara projection (Fig. 9). (a) Color schemes for indicating the
memberships of data points. (b) Symbols for indicating concentration axes.

Cluster 1

Cluster 3

Cluster 2

Figure 11: Mohr diagrams for the clusters and the bar
graphs for the memberships of summed in the bins
with the width of 0.1. See the paper [8] in detail.

files, ‘colors.eps,’ for this purpose.

Table 1: List of symbols

g generation
K number of clusters
L log-likelihood function
N number of data
ϖ mixing coefficient
Φ stress ratio

1max
1int

1min

2max

2int

2min

3max

3min

3int

Cluster 1

Cluster 3 Cluster 2

Figure 12: Lower-hemisphere, equal-area projections
showing the optimal partition of the sample data ‘frac-
tures.txt.’ The maximum, intermediate and minimum
concentration axes of the kth cluster is denoted by
crosses. The labels attached to the crosses distinguish
the clusters and their concentration axes such that 1max

denotes the maximum concentration axis of Cluster 1.
The 95% confidence ellipse of each axes is shown as
well. The membership of each data point is indicated
by a color in the ternary plot.
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Figure 13: L versus run number for the data set in Fig.
12.

5 Tips to find the best partition

It is a difficult point in the fitting of a mixed Bing-
ham distribution comes from the fact that the var-
ious combinations of Bingham distributions can be
fitted to a given data set. Among them, the user
have to determine the mixed Bingham distribution
that has the maximum value of the logarithmic like-
lihood function, L(X), that evaluates the goodness of
fit of a mixed Bingham distribution to a given data
set [8]. However, this function has numerous max-
imum points: The point where the function has the
global maximum should be found by the computation.
Figure 15 shows examples. Namely, the figure shows
three groupings of the sample data set with different
L values: The data was partitioned into two groups
11 times. Figure 15a shows the best partition with
the highest L value among the 11 trials. The dense
cluster in the SW quadrant was separated from oth-
ers in the best partition. Figs. 15b and c show the
partitions corresponding to two local maxima of the
function. It is clear that few data points had interme-
diate memberships for the case of the best partition
(Fig. 15a), whereas there were data points with inter-
mediate memberships in Figs. 15b and c.

The multi-modality of the function, L(X), makes
the search problem difficult. Although the present
method effectively to do so, the user have to launch
the program with the same number of clusters for sev-
eral times to find the best partition of a given data set.
Consider that the data are partitioned into K groups.
The data set was processed with the program some
10 times for each of the cases of K = 1 through 5.
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Figure 14: Histograms of the L values in Fig. 13.

Figure 16 indicates that the graph of L versus K con-
verged until the 5th or 6th computation for the case of
the sample data. The user should make sure of such
convergence of the graph. It depends on data how
many times the program have to be launched for the
same data set. The genetic algorithm employed in the
present method [8] so robust that the program can de-
tect the best partition for the case of K = 3, though
there are local maxima even in this case. The fact is
that they are artificial data, which were made by com-
bining three data sets, each of which was generated
from a Bingham distribution. The fluctuations in the
L value of this case were smaller than those of other
cases.

5.1 Tuning of the parameters of genetic algo-
rithm

The user can change the parameter values of the ge-
netic algorithm for the clustering by using the items in
the block entitled ‘Clustering parameters’ on the con-
trol panel (Fig. 5). If the computation seems not to
detect the best partition, change some of the values.
Consult the paper [8] for the details of the parameters.
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Membership

L     = −238.13

BIC = 531.39

L     = −274.37

BIC = 603.85

L     = −262.92

BIC = 580.96

(a)

(c)

(b)

Figure 15: Equal-area projections showing the three
examples of the partitions of the sample data into three
clusters. Contour lines denote the iso-density lines
of the mixed Bingham distribution that was fitted to
the data set. (a) The optimal partition with the max-
imum L and minimum BIC values. The dense clus-
ter in the SW quadrant was separated from remain-
ing data points. (b, c) Partitions corresponding to the
local maxima of L(X). The dense cluster in the NE
quadrant was separated from remaining ones in (b),
whereas the dense clusters in the NE and SW quad-
rants combined into a group.

5.2 Initial configuration

By pressing the button Start clustering on the con-
trol panel (Fig. 5), the program randomly generates
K Bingham distributions as the initial configuration
of the genetic algorithm. However, this configuration
can be specified by the user: To do this,

1. Prepare a file in which the initial configuration is
described.

1

1 2 3 4 5

−400

−300

−200

−100

2 3 4 5

400

500

600

700

L

K

K

BIC

Figure 16: Diagram to examine the convergence of
computations for a data set.

2. Click the checkbox input initial configuration .

3. Press the button Start clustering .

Test this procedure by using the file
init_config_fractures_k3.csv in the pro-
gram package, which the approximate configurations
of three clusters that should be detected from the
sample file fractures.txt are entered.

The configurations should be described with the
format shown in Table 2. The items in the list are
separated by commas. See the contents of the sample
file, init_config_fractures_k3.csv. The prop-
erties of a cluster occupies a row of the list: This ex-
ample specifies the initial configurations of three clus-
ters. The first and second items of the row are the az-
imuth and plunge of the minimum concentration axis
whereas the third and fourth ones those of the maxi-
mum concentration axis. The fifth and sixth ones are
the concentration parameters, κ1 and κ2 (Fig. 1). Note
that these parameters are negative in sign satisfying
0 ≥ κ2 ≥ κ1. These six values specify a Bingham
distribution. The genetic algorithm starts not exactly
from the Bingham distribution, but from a Bingham
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Table 2: Format of the comma-delimited file that the initial configurations of clusters are entered.
Min. con. ax. Max. con. ax. κ1 κ2 ∆κ

az pl az pl
102.3, 40.6, 223.4, 31, −84.413, −39.807, 0.1
57.8, 20.6, 316.7, 27.1, −50.266, −3.163, 0.1
210, 23.8, 58.9, 63.2, −50.133, −15.848, 0.1

distribution that is approximately equal to the speci-
fied one. The final item of the list, ∆κ, indicates the
difference of them. The value of this parameter should
be set to satisfy 0 < ∆κ ≪ |κ2|.

The list in Table 2 shows the initial configuration
of three clusters. What if the number of clusters is set
two on the control panel (Fig. 5)? Then, the software
loads only the first two lines of the list at the beginning
of the computation. If the number of clusters is four,
then the three lines are loaded, and the fourth cluster
is randomly initialized.

The file can be created with spreadsheet software
or a text editor, and should be saved as a csv (comma-
separated-value) file with the file extension ‘.csv.’
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Appendix A: Changelog

Ver. 1.2.2, March 25, 2025 The seed of the random
number generator used in the software was up-
dated.

Ver. 1.2.1, March 19, 2025 The version of Matlab
Runtime was updated to R2024b.

Ver. 1.2, April 9, 2016 The first version open for the
public.
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